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The solution conformation of a-conotoxin GI and its two single disulfide analogues are simulated using a
polarizable force field in combination with the molecular fragmentation quantum chemical calculation. The
polarizability is explicitly described by allowing the partial charges and fragment dipole moments to be
variables, with values coming from the linear-scaling energy-based molecular fragmentation calculations at
the B3LYP/6—31G(d) level. In comparison with the full quantum chemical calculations, the fragmentation
approaches can yield precise ground-state energies, dipole moments, and static polarizabilities for peptides.
The B3LYP/6—31G(d) charges and fragment-centered dipole moments are introduced in calculations of
electrostatic terms in both AmberFF03 and OPLS force fields. Our test calculations on the gas-phase glucagon
(PDB code: 1gcn) and solvated a-conotoxin GI (PDB code: 1not) demonstrate that the present polarization
model is capable of describing the structural properties (such as the relative conformational energies,
intramolecular hydrogen bonds, and disulfide bonds) with accuracy comparable to some other polarizable
force fields (ABEEM/MM and OPLS-PFF) and the quantum mechanics/molecular mechanics (QM/MM) hybrid
model. The employment of fragment-centered dipole moments in calculations of dipole—dipole interactions
can save computational time in comparison with those polarization models using atom-centered dipole moments
without much loss of accuracy. The molecular dynamics simulations using the polarizable force field
demonstrate that two single disulfide GI analogues are more flexible and less structured than the native
o-conotoxin GI, in agreement with NMR experiments. The polarization effect is important in simulations of

the folding/unfolding process of solvated proteins.

1. Introduction

Classical molecular simulation on the basis of force field (FF)
is a practical tool to explore the structural and dynamical
behavior of biomolecules. In the conventional FF models, the
electrostatic potential is simply expressed in a sum of pairwise
Coulombic interactions between the atom-centered point charges
with fixed values.!? In many cases, it is necessary to include
polarization effects explicitly. A straightforward way is the
employment of induced dipoles to treat the local change in
charge density around an atom.? The higher-order multipole
expansion® further improves the treatment of electrostatics. Some
other models combine both fixed point charges/dipoles and
inducible dipoles.’ Similar to inducible point charge models,
Drude oscillator models® describe electronic induction by adding
massless charged particles attached to the polarizable atoms via
a harmonic spring. Belonging to another category, fluctuating
charge (FQ) methods’™!# attempt to model the polarization
response to the movement of charge density from one atom (or
a bond) to another one. In the FQ model, the values of the
atomic charges are treated as dynamical variables, which are
derived on the basis of the principle of electronegativity
equalization.'>~23 Friesner et al. further introduced site-centered
inducible dipoles into the electrostatic potential,” ™" and ex-
tended the application scope to small peptides,” solvated
proteins,’® and protein—ligand interactions.”” Pater et al. embed-
ded fluctuating charges and dipoles into CHARMM.!! In
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addition, a variable internal dielectric model has been employed
to implicitly consider the polarization effects in proteins with
charged side chain.?* Efforts have also been invested into model
polarization by modifying atomic charges.? =2’

There is another thread of polarization models, which are
framed on the basis of quantum mechanical (QM) calculations.?8 3!
However, high-level QM calculations of large-sized systems
with hundreds of atoms are hindered by the high computational
scaling (O(Npasis), where o = 3 and Ny,sis is the number of basis
functions) of conventional ab initio QM methods. Recently, the
linear-scaling fragment-based QM calculations have been suc-
cessfully applied to a variety of macromolecules.3>~#* The
central idea is to divide a macromolecule (or molecule cluster)
into a series of subsystems and obtain properties of the whole
molecule from a combination of those of subsystems. Among
them, the energy-based approaches®*~#! can be easily imple-
mented at various theoretical levels and applied to geometry
optimization and calculations of various properties of large-
sized systems. Furthermore, by introducing the background point
charges on the distant parts to mimic the electrostatic and
polarization effects in the calculation of each fragment, 34394424345
the fragment-based methods can give satisfactory descriptions
for many properties, such as atomic charge, dipole moment,
and static polarizability.

Inspired by the successful application of the linear-scaling
fragment-based methods in macromolecules, we attempt to fuse
the energy-based fragmentation calculation into the polarizable
force field. As shown in Figure 1, the electrostatic term (Uejec)
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Figure 1. Schematic illustration of polarization model. The electrostatic
term can be obtained from either (a) atom-centered charge—charge or
(b) fragment-centered dipole—dipole interactions. O; and O, represent
the geometric centers of the /th and Jth fragments, respectively.
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Figure 2. Amino acid sequences and cysteine frameworks for
a-conotoxin GI and two models for the single disulfide analogues,
Cono-1 and Cono-2. NH, denotes an amidated C-terminus.

of the present polarizable model differs from conventional
models in two aspects: (i) The atomic partial charges are
obtained directly from the linear-scaling QM calculations. This
strategy is similar to the OPLS/CMIA force field,*® which
incorporates partial atomic charges obtained from semiempirical
AMI1 calculations. Recently, Truhlar et al. also embedded the
polarizable partial charges at different levels*’~#° in the self-
consistent reaction field model for various solutions. (ii) The
fragment-centered dipoles are employed in the description of
polarization (Figure 1). Palmo and Krimm have mentioned that
the polarization is a group property and the reduction of the
number of polarizable sites is an efficient way for treating
polarization.®® It has already been demonstrated that the
representation of peptide groups by dipolar structural units can
give rapid evaluation of electrostatic interactions.”! In the present
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Figure 3. The variation in partial charges with the simulation time
(taking the carboxyl O atom of Tyr 11 and H atom of solvent water as
examples). The charges and fragment dipoles are updated case by case
by using the fragmentation-based quantum mechanical calculations.

work, the introduction of fragment dipole moments in the
calculation of dipole—dipole interactions (Uee.) does save much
computational time in comparison with those using the atom-
centered partial charges. The present polarizable FF can be easily
implemented in the frameworks of Amber 2003 united-atom
force field (FF03)'¢ and optimized potential for liquid simula-
tions (OPLS).? The performance of the present polarizable FF
is assessed by the molecular dynamics (MD) simulations of
glucagon (PDB>? code: lgcn) in gas phase and solvated
a-conotoxin GI (PDB>? code: 1not). We also make comparison
of our results with the QM/MM methods and other polarizable
force fields: OPLS-PFF* and OPLS-based ABEEM/MM.!?
Then, we use the present polarization model to investigate the
conformational diversity and unfolding process of a--conotoxin
GI, a valuable probe of nicotinic acetylcholine receptors
(nAChRs) and ion channels,>® and its two single-disulfide
analogues, Cono-1 and Cono-2 (Figure 2). Our calculations
show that the present FF can reasonably describe not only the
relative energies of conformers but also the structural and

TABLE 1: Deviations of Energy (AE), Dipole Moment
(Ap), and Static Polarizability (Aa), and Average Deviations
of NBO Charges (Ag) Obtained from Energy-Based Methods
with Respect to the Conventional Values for a-Conotoxin
GI*

| Fragmentation B | | Fragmentation C |

| Fragmentation A l

E=60A for
== . Iwo-body term

1Yy

Frgz V7 NS asA
neighbouring fragments
Residue-based Secnnd_ng;::’mﬂnre GEBF

AE - Au Ao
(kcal/mol) Ag (Debye)  (Bohr?®)
residue-based (A) 48.30 2.1 x 1072 5.6 261.32
secondary-structure- —3.37 9.0 x 1073 1.2 46.26

based (B)

GEBF’ (C) 0.84 4.0 x 1073 0.3 16.47

@ All the calculations are carried out at B3ALYP/6—31G(d) level.
» GEBF calculations are carried out with details given in ref 39d,f.
For o-conotoxin GI, the maximum subsystem contains 7 residues
(with selected criteria of hydrogen-bond length of 2.9 A and angle
of 120.0°).
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TABLE 2: Geometry Root-Mean-Square Deviations, RMSD (A), from PDB Structure for Protein 1gcn, Calculated from
Structural Optimization and NVT Molecular Dynamics Simulation with the Standard FF03 and Polarization Models, in
Comparison with OPLS-PFF Results

\S’\’WW\ ~
lgen

no H atoms backbone only
FF03 FF03-qq(NBO) OPLS-PFF* FF03 FF03-gq(NBO) OPLS-PFF*
optimization 1. 67 1.52 3.77 1.10 1.16 2.00
MD simulation
1 ps 2.89 2.01 421 2.62 1.74 2.33
2 ps 3.87 3.26 - 3.22 2.04 -

4 The OPLS-PFF results are taken from ref 9e.
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Figure 4. The (a) conformations and (b) relative energies (kcal/mol)
of six o-conotoxin GI conformers, generated from MD simulations.
The quantum chemical calculations are carried out at various levels
including AM1, HF, conventional B3LYP, and energy-based fragmen-
tation B3LYP and MP2 (labeled as B3LYP-fragmentation and MP2-
fragmentation, respectively). The molecular mechanical calculations
are implemented in conventional FFO3 and OPLS force fields,
respectively, with NBO or ESP charges (designated FF03(or OPLS)-
qq(NBO) and FF03(or OPLS)-¢q(ESP), respectively) and with fragment
dipoles (designated FFO3(or OPLS)-uu(NBO) and FFO3(or OPLS)-
uu(ESP), respectively).

dynamical properties of the studied systems. The molecular
dynamics simulations on the conformational change of two
single disulfide GI analogues reveal that the polarization effect
is important in simulations of the folding/unfolding process of
solvated proteins.

2. Computational Methods

2.1. Polarization Model. The present polarization model is
implemented in both the FF03!® and OPLS? with the potential
function shown in eq 1.

Utotal = Unon—elec + Uelec = Z Kb(b - beq)2 + z KO(O -
Vv A B

—[1+cos(ng — y)] + — -

ditlgals 2 g R? RS

0.+

bonds angles
eq ] +
) )

Uelec ( 1 )

where all the bond stretching, angle bending, torsional rotating,
and Lennard-Jones parameters are taken from the FF03'¢ (or
OPLS?) force field. The electrostatic contributions can be
described by two different ways: (i) the Coulombic interactions
between atomic partial charges, Udf.; and (ii) the dipole—dipole
interactions between the fragment dipoles, Utfs., as illustrated
in Figure 1 and eqs 2 and 3.

q4;
=D kg @
i< ij
Frag . 1 D Frag
1 [ F F i Ry Ry gy
“wo_ _Frag | rag __
wm_zkﬁP“’ a3 IR,
<J 1J 1J

3

where g; and g; are the atom-centered partial charges of atoms
i and j, 7i;™¢ and 7™ are the fragment dipoles centered in
fragments 7 and J, respectively.

As shown in Figure 3, charges and dipole moments are varied
with the environment in geometry optimizations and molecular
dynamics (MD) simulations. Rather than solving charges
through EEM">~?3 and Lagrangian technique,’* >’ we obtain
the variable charges and fragment dipoles from the linear-scaling
fragmentation QM calculations, as described in the following
subsection. In this work, we use three types of FF models: (i)
the standard FFO3 (or OPLS) with the predetermined partial
charges; (ii) FFO3 (or OPLS) with the dynamically variable NBO
and ESP charges taken from the linear-scaling DFT (B3LYP)
calculations, designated FF03-g¢g(NBO) and FF03-gq(ESP),
respectively; and (iii) FFO3 (or OPLS) combined with the
fragment dipoles calculated from NBO and ESP charges,
designated FF03-uu(NBO) and FFO3-uu(ESP), respectively. We
adopted a scaling of 0.1 for the van der Waals interactions, as
suggested by others.?’

2.2. Energy-Based Fragmentation QM Calculations. A
macromolecule (or molecule cluster) is decomposed into M
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TABLE 5: Intramolecular Hydrogen Bonds (A) of Solvated o-Conotoxin GI Calculated from the Standard FF03 and Polarizable Force Fields, as Well as QM/MM Method, with

the Deviations from X-ray Structure Given in Parentheses

FF03-gq¢(NBO)B3LYP/6—31G(d)

fragmentation”

+O=C-Res,

Res;-NH--

X-ray structure®

QM/MM?*(B3LYP: AMBER)

FF03-uu(NBO)B3LYP/6—31G(d)

conventional
2.774 (0.057)
2.808 (0.081)
2.855 (0.030)
3.106 (0.017)
2.960 (0.092)

FF03-gq(AM1)

FF03
4.926 (2.209)

2.962 (0.073)

Res,
Glu 1

Res;
Asn 4 (°' N)
Ser 12
Cys 7

2.717

2.850 (0.133)
2.993 (0.104)
2.859 (0.026)

2.803 (0.086£
3.136 (0.247)
3.008 (0.123)

2.728 (0.011)
2.778 (0.111)

3.181 (0.464)
3.197 (0.308)
3.197 (0.312)
3.405 (0.316)
2.996 (0.128)

2.889

Cys2

2.885

2.825 (0.060)

3.077 (0.192)

Asn 4

3.089

3.200 (0.111)

3.443 (0.354)
2.974 (0.106)

3.256 (0.167)
2.893 (0.025)

3.259 (0.170)
3.180 (0.312)
3.091(0.168)

Pro 5

Cly 8

2.868
2.923

2.992 (0.124)

Cys7

His 10

3.011 (0.088)
2.807 (0.019)

3.195 (0.272)
2.819 (0.031)

3.093 (0.170))
2.741 (0.047)

3.074 (0.151)

3.367 (0.444)
2.801 (0.013)

Gly 8

Tyr 11

2.788

2.659 (0.129)

2.801 (0.013)

Ser 12

mean deviation

Cys 2

(0.100)

(0.173)

0.071)

(0.093)

(0.284)

(0.448)

@ The secondary-structure-based scheme is employed in the fragmentation QM calculations. ” In the QM/MM calculation, the QM parts are described at B3LYP/6—31G(d) level. ¢ The experimental

crystal results come from ref 53.

Jiang and Ma

fragments, called Fragi (i = 1 — M), in the framework of
energy-based fragmentation approaches. Accordingly, these
fragments are constructed into M subsystems according to some
criteria. Standard QM calculations are performed on these
subsystems, from which the total ground-state energy of
the target system can be approximately determined.’*~*! Re-
cently, a generalized fractionation scheme was adopted for any
chemical systems (including macromolecules and clusters), in
which all two-fragment subsystems and most important three-
or four-fragment interaction terms are included.’*¢#1¢ By using
a given distance or other kinds of threshold, the neighboring
fragments are defined and merged with the central fragment to
form the mth subsystem. Overlaps are then removed from the
sum of subsystems. Since we attempt to apply the energy-based
fragmentation method to proteins, it is very convenient to
decompose proteins on the basis of their residue units or
secondary structures. The present fragmentation procedure
follows: (i) Divide a protein into several fragments. The
important intramolecular hydrogen bonding interactions are
explicitly considered in the QM treatment of each fragment.
Electrostatic interactions coming from the distant atoms outside
each fragment are approximated by the background point
charges, as done in other works. 34394424345 (ii) The nearest
neighboring residues attached to each fragment are included in
the subsystem to mimic the influence of environment on the
cutting bonds.

Obviously, the accuracy and efficiency of the molecular
fragmentation methods depend on the method of dividing the
whole system into fragments. For biosystems, there are several
schemes for molecular decomposition, e.g., (i) we can choose
each or some successive residues as a fragment, called the
residue-based fragmentation (scheme A in Table 1), similar to
the division of polymers by their repeating units.’® (ii) The
fragments can also be divided by the characteristic secondary
structures, named the secondary-structure-based fragmentation,
as shown in scheme B of Table 1. We take a-conotoxin GI as
an example. It is a cyclic peptide containing 13 residues with
the sequence of (Figure 2a). Two disulfide bonds, Cys2-Cys7

EC j fNPA; fGHYSf >-NH,

and Cys3-Cys13, make the protein folding with diverse second-
ary structures: random coil (Glul-Cys2-Cys3-Asn4 and Serl2-
Cys13), a-helix (Pro5-Ala6-Cys7), and S-turn (Gly8-Arg9-
His10-Tyr11). According to its secondary structures, we simply
decompose the a-conotoxin GI into four fragments (Table 1).
(iii) A more general way was introduced in the GEBF
approach,®df in which two distance thresholds, &; and &, are
employed to consider neighboring fragments and important two-
body terms, respectively (scheme C in Table 1). On the basis
of these fragmentation schemes, the B3LYP/6—31G(d) calcula-
tions are carried out to calculate total energy, E, dipole moment,
U, and atomic charges of a-conotoxin GI. The deviations of
the results obtained by energy-based methods from the con-
ventional approach® are listed in Table 1. The residue-based
fragmentation cannot guarantee the accurate description of
energy and polarization, due to the loss of significant inter-
residue interactions with such small subsystems. The deviations
of energy (AE) and dipole moment (Au) and the average
deviation of NBO charges (Ag) obtained from residue-based
fragmentation are much larger than those from the secondary-
structure-based and GEBF methods (Table 1). In addition, the
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TABLE 6: Disulfide Bonds of Solvated a-Conotoxin GI Calculated with the Standard FF03 and Polarizable Force Fields, as
Well as QM/MM Method, with the Deviations from X-ray Structure Given in Parentheses

FF03-gq(NBO)B3LYP/6—31G(d)

FF03-qq

geometry FF03 (AM1)

fragmentation” conventional

FFO3-uu(NBO) QM/MM” X-ray
B3LYP/6—31G(d) (B3LYP:AMBER) structure¢

Bond Length of Disulfide Bridge

2.027 (0.004)
2.037 (0.018)

2.038(0.007)  2.035(0.004)
2.044(0.025)  2.035(0.016)

Scys Z'Scys 7
Scys 3'scys 13

Dihedral Angle of Disulfide Bridge

C_Scys 2'Scys 7-C
C_Scys 3’Scys 13'C

—89.2 (2.6)
93.1(4.3)

—90.4(1.4)
92.2(5.2)

—89.7(2.1)
92.5(4.9)

2.034(0.003) 2.033(0.002) 2.034(0.003) 2.031
2.035(0.016) 2.040(0.021) 2.032(0.013) 2.019
—90.7(1.1) —89.6(2.2) —93.7(1.9) —91.8
92.5(4.9) 91.9(5.5) 96.7(0.7) 97.4

@ The secondary-structure-based scheme is employed in the fragmentation QM calculations. » In the QM/MM calculation, the QM parts are
described at B3ALYP/6—31G(d) level. ¢ The X-ray structure is taken from ref 53.

Figure 5. The optimized structures of a-conotoxin GI from FF03 (thick red tube), FFO3 with conventional NBO charges (thin green tube), and
FFO3 with fragmentation NBO charges and dipole moments (thin yellow tube), in comparison with QM/MM optimized (thin orange tube) and
X-ray (thin blue tube) structures. The partial charges are calculated at B3ALYP/6—31G(d) level in frameworks of two fragmentations, A (residue-
based: thin pink tube) and B (secondary-structure-based: thin purple tube), respectively. The polar residues are given in lines. Superposition are
made with structures from (a) standard FFO3, FFO3 with variable charge model (fragmentation B), and experiment; (b) standard FF03, FFO3 with
variable charge model (fragmentation B), and FF03 with variable dipoles; (c) FFO3 with NBO charges based on two fragmentations (A,B), QM/

MM, and experiment.

deviations of the GEBF approach are slightly smaller than those
from the secondary-structure-based fragmentation. It is not
surprising, because larger subsystems are used in GEBF
calculations (with the maximum size of 7 residues in each
subsystem) than those (with no more than 6 residues) in the
secondary-structure-based fragmentation. Since the secondary
structure of a protein is very easily characterized in PDB file
as well as the MD trajectory, we prefer to use this simpler
secondary-structure-based fractionation in calculations of proteins.

As seen in Figure S1 of Supporting Information, the fragment-
based method does take linear scaling in CPU time with the
number of basis functions. The calculated atomic charges and
fragment dipole moments at B3LYP/6—31G(d) level are then
embedded in the force field calculations of electrostatic terms
in eqs 2 and 3, with other parameters taken from FF03 or OPLS
force fields. If there are large variations in conformations, our
fragmentation program can automatically adjust the constituent
subsystems according to the new secondary structure.

2.3. Test Calculations on the Gas-Phase Glucagon. First
of all, we choose the well studied protein glucagon (PDB>? code:
lgen) to test the present polarizable model. Friesner et al. has
carried out an OPLS-PFF optimization and a 1 ps molecular
dynamics simulation of 1gcn in gas phase,” so that we use the
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Figure 6. Energies (kcal/mol) of solvated o-contoxin GI in MD
simulations carried out in the microcanonical (constant N, V, E)
ensemble. The molecular dynamics simulations are implemented in
frameworks of FF03 with NBO charges, updated every 5 and 2 ps (red
and black lines), respectively. The charges are obtained from energy-
based fragmentation calculations at the B3LYP/6—31G(d) level.
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Figure 7. (a) Backbone atom root-mean-square deviations (rmsd) from the initial structure and (b) potential energies (kcal/mol) of a-conotoxin GI
varied as a function of time. The molecular dynamics simulations are carried out at 300 K by using standard FF03 (dotted line) and FF03 with NBO
charges, updated every 5 and 2 ps (red and blue lines), respectively. The partial charges are obtained from energy-based fragmentation calculations
at the B3ALYP/6—31G(d) level. Insets give amplified pictures of rmsd during A, 0—20 ps; B, 200—220 ps; and C, 400—420 ps; respectively.

same settings in calculations of both standard FF03 and our
polarization models. Through cutting lgen (containing 471
atoms) into nine fragments (Figure S2, Supporting Information),
the NBO charges are obtained from the energy-based fragmen-
tation calculations at the B3LYP/6—31G(d) level. Then, the
NBO charges are embedded in each step of energy minimization
and MD simulation (at the interval of 10 fs) in the framework
of the FF03-g¢g(NBO) model.

Table 2 shows the results of energy minimization and
molecular dynamics simulation on l1gcn. The geometry root-
mean-square deviations (rmsd) from the native PDB structure
obtained by the fixed-charge FF03 and FF03-gg(NBO) are
given. Our polarization model shows good quality, with non-H
atoms rmsd of 1.52 A and 3.26 A for structural optimization
and molecular dynamics simulation, respectively. The corre-
sponding rmsd for backbone atoms are also very small (1.16 A
and 2.04 A for optimization and MD, respectively). We give
both 1 ps and 2 ps MD results for comparison (Table 2). The
rmsd of 2 ps MD simulation are slightly larger than those of 1
ps simulation. It can be also found that the rmsd of the present
polarization model have comparable accuracy to OPLS-PFF*
in both energy minimization and MD simulation without the
appearance of polarization catastrophe.

3. Results and Discussion

a-Conotoxin GI has been studied extensively as a prototype
of venomous peptides. By replacing one pair of disulfide-bonded

Cys residues with Ala, one can obtain two analogues, Cono-1
and Cono-2, respectively (cf. Figure 2). In this section, we
employ the polarization model to investigate the relative energies
of a-conotoxin GI conformers, and conformational change of
a-conotoxin GI and its two single disulfide analogues in aqueous
solution.

3.1. Relative Energies of Conformers. The polarizable FF
model is applied to calculate relative energies of different
conformers of o-conotoxin GI. Six conformers are generated
from MD simulations, as shown in Figure 4a. The details of
MD runs will be described in subsections 3.2 and 3.3. The
Cartesian coordinates of six conformers are given in Supporting
Information.

OM Calculations. All the solvated water molecules are
excluded in the single-point QM calculations at various levels,
including AM1, HF, DFT (B3LYP), and MP2. The 3—21G,
6—31G(d), and 6—31G(d,p) basis sets are employed, respec-
tively. The a-conotoxin GI contains 178 atoms with 1633 basis
functions (at 6—31G(d) level), beyond the scope of conventional
MP2 calculations. The energy-based fragmentation MP2 cal-
culations are hence carried out instead. QM results of relative
conformational energies are given in Table 3 and Figure 4b.
The relative conformational energies obtained from molecular
fragmentation B3LYP/6—31G(d) calculations take an order of
2>1~3>5>6>4,consistent with that drawn from the
conventional B3LYP/6—31G(d) calculations. The energy-based
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Figure 8. (a) The structure of solvated a-conotoxin GI calculated from
the polarization model (purple tube), in comparison with experimental
X-ray structure (blue tube) and NMR structure (green tube). (b) Radial
distribution functions (RDFs) for distance between carboxyl O (of Tyr
11) and water H atoms, Roy,,,...H,,. The molecular dynamics simulations
are carried out by using standard FF03 (in dotted line) and the
polarization model (in solid line), respectively. The fused NBO charges
(at B3LYP/6—31G(d) level) in the polarizable FFO3 model are updated
every 2 ps.

fragmentation MP2 calculation yields a similar sequence in
conformational energies to those DFT counterparts. Interestingly,
conformers 1 and 3 are nearly isoenergetic but quite different
in local conformations of two terminal residues, Glu 1 and Cys
13 (cf. Figure S3, Supporting Information). For each residue in
these two conformers, the magnitude and direction of dipole
moments also differ from each other. However, the contributions
of dipole—dipole interactions between Glu 1 and Cys 13 residues
are quite similar (19.3 and 19.9 kcal/mol for conformers 1 and
3, respectively, at the level B3ALYP/6—31G(d)).

The HF method fails to give a correct order of conformers
(at 3—21G level 2 > 3 > 5> 1> 6 > 4; at 6—31G(d) and
6—31G(d,p) levels 5 > 3 > 2 > 6 > 4 > 1), implying that the
electron correlation plays an important role in proper description
of this cyclic peptide. It is also apparent that the semiempirical
model, AMI1, cannot give good estimates for the relative
energies of these conformers.

Polarization Model Implemented in FF03 and OPLS.
Reproducing relative MP2 (or B3LYP) conformational energies
for a-conotoxin GI is the first target of the polarization model.
The relative energies obtained from the fixed-charge and several
polarization models are compared in Table 3. The standard FF0O3
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gives an incorrect order in the relative energies of the selected
six conformers, in comparison with the MP2 and DFT results.
In contrast, the FF03-gq(NBO) (FF03-based polarization model
with variable NBO charges) model can rank different configura-
tions correctly. The significant difference between FF03 and
FF03-gq(NBO) is found for the relative energy of conformer
6. This conformer is predicted to be energetically unfavorable
by FF03, in contrast to the results obtained from FF03-gq(NBO),
B3LYP, and MP2 calculations. Although conformers 3, 5, and
6 have quite different conformations in the polar residues Glu
1 and Arg 9 (Figure S4a, Supporting Information), the partial
charges within FFO3 are set as the same values according to
their atom types. However, the involvements of NBO charges
derived from different conformational environments dramatically
change the dipole moments (Figure S5, Supporting Information)
and hence the electrostatic terms (Figure S4b and Table S1,
Supporting Information).

To our surprise, the polarization models with NBO and ESP
charges give rise to different results on o-conotoxin GI
energetics. The most remarkable difference lies in the relative
energies between conformers 3 and 5. This originated from the
very different values (and even sometimes the sign) of partial
charges raised by these two schemes in QM calculations, as
exemplified by different charge distributions in terminal residue
Glu 1 between conformations 3 and 5 (Figure S6, Supporting
Information). The significant difference between the NBO and
ESP charges has also been addressed by Yang’s group.'?* When
the fragment-centered dipole moments are applied, it can be
seen from Table 3 that the relative energy order given by the
FF03-uu(NBO) model is consistent with those from B3LYP
and MP2 calculations. However, the magnitude of relative
energies is overestimated, indicating the necessity of scaling of
other parameters (such as bond stretching and angle bending
terms) of FF03 upon the addition of new electrostatic terms.?

The present polarization model has also been implemented
in the framework of the OPLS force field. The bond, angle,
torsional, and Lennard-Jones parameters are retained from the
OPLS-AA force field.? The electrostatic parameters are scaled
by 0.5, as done in other FF methods.!*?* The relative energy
orders given by OPLS-gq(NBO) and OPLS-uu(NBO) models
are also in line with those QM results.

Comparison with Other Polarization Models. A comparison
is made between the present polarization model with a FQ
model, atom-bond electronegativity equalization method fused
into molecular mechanics (ABEEM/MM).!2 The ABEEM/MM
model gives an order of 2 > 1 > 5 > 6 > 4 > 3, which is
close to the B3LYP and MP2 results. It can also be found that
the performance of the present polarization FF is comparable
to the ABEEM/MM.

The traditional FQ dipole models introduce 1/13 dipole—dipole
interactions between all atomic sites, resulting in an O(Naztom)
scaling, where Ny is the total number of atoms (e.g., Nyiom 1S
178 for a-contoxin GI). In the present model, the fragment-
centered dipole moments are involved in calculations of
dipole—dipole interactions between fragments (with the total
number of My, where My, is 4 for o-contoxin GI). The
computational cost of evaluating the dipole—dipole interactions
is reduced by the introduction of fragment-centered dipoles
without much loss of accuracy. It is interesting to make
comparison between the fragment-centered dipole moments and
residue-centered dipole moments. In Table S2 (Supporting
Information), the residue dipole—dipole interaction energies
show larger fluctuation than the fragment ones. The explicit QM
treatment of each secondary-structure-based subsystem allows
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Figure 9. Snapshots of representative unfolding trajectories for (a) Cono-1 and (b) Cono-2 at several MD steps using standard FF03 (top) and
polarizable FF03-gg(NBO) (bottom) at 300 K, respectively. In the FF03-gqg(NBO) model, the NBO charges are calculated in the framework of
molecular fragmentation method at the B3ALYP/6—31G(d) level. The backbones of a-conotoxin GI analogues are shown in ribbon representations

and the disulfide bonds are given in CPK forms.

the fragment-centered dipole moments to contain rich informa-
tion of electrostatic interactions (such as intramolecular hydrogen
bonding) in various conformational environments. In addition,
the fragment dipoles can be easily extended to the coarse-grained
models,® which have been extensively applied to macromolecules.

3.2. Structural Optimization of a-Conotoxin GI. NMR
experiments®! of a-conotoxin GI in liquid water have shown
small backbone rmsd of 0.95 relative to the crystal structure,
indicating that the native structure does not change significantly
between the liquid and the crystal. Thus, the X-ray structure of
a-conotoxin GI is used as the initial geometry for energy
minimizations. A supermolecular cluster (one o-conotoxin GI
and 21 waters) is solvated by 1643 water molecules in a periodic
rectangular box. The minimum distances from the protein atoms
to the surfaces of the boxes are set to about 8.0 A. A cutoff
radius of 12.0 A for van der Waals and electrostatic interactions
is applied. The molecular mechanics minimizations are carried
out with a conjugated gradient algorithm. The criterion for
convergence of the variation in energy for each atom, averaged
over the whole system, is set to 107> kcal/mol. The maximum
number of cycles is 10 000.

The calculations are performed with both standard FF03 and
our polarizable force field. The atom-centered NBO charges and
fragment-centered dipole moments are adopted in simulations,
respectively. In calculations with the polarization models, the
partial charges and dipole moments of both the protein backbone
and its vicinal 21 water molecules are allowed to fluctuate, and
the other distant water molecules are represented by traditional
TIP3P model, as shown in Figure 3. For the sake of comparison,
the variable charges are calculated from conventional and linear-
scaling fragmentation QM approaches, respectively (at B3ALYP/
6—31G(d) level). Results of energy minimizations for o.-cono-
toxin GI are presented in Tables 4, 5, 6, and S3 (Supporting
Information), in comparison with the QM/MM optimization
results and X-ray data. In the QM/MM calculations, the
a-conotoxin with 21 crystal waters forms the QM section, and
some other waters form the part of MM. The DFT (B3LYP/
6—31G(d)) are employed in the QM region and AMBER are
used for the MM region, respectively. The QM/MM calculations
are performed with Gaussian 03.%°

The conformation of the protein backbone is characterized
by two torsion angles ¢ (C—N—C,—C) and (N—C,—C—N) for
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Figure 10. Computational time (in unit of minute) consumed in QM and FF parts and the corresponding percentages in the duration of one charge
update step (2 and 5 ps, respectively) of molecular dynamics simulation of a-conotoxin GI using the FF03-based polarization model. Two schemes
are adopted in the fragmentation-based QM calculations: (a) the residue-based and (b) the secondary-structure-based fragmentations. The time step
of MD simulation is set at 0.05 fs. All the calculations are carried out on a single CPU.

each residue. As seen in Tables 4 and S3 (Supporting Informa-
tion), the present polarization model at the B3LYP/6—31G(d)
level performs adequately in reproducing the crystal structure.
The mean deviations of ¢ and ¢, from the experimental X-ray
structure, obtained from the polarization models (with second-
ary-structure-based fragmentation B3LYP charges, 4.2° and
5.8°%; with conventional B3LYP charges, 3.9° and 4.2°) are
smaller than those (10.5° and 10.8°) from the standard FF03
model. The difference in the optimized backbone between the
employment of fragmentation and conventional partial charges
is almost negligible. In comparison to conventional calculation,
the linear-scaling fragmentation approach saves CPU time to a
large degree and is able to treat large-sized systems that are
beyond the scope of conventional calculations.

As expected, the decrease of fragment size will harm the
performance of the fragmentation-based QM calculations. As
shown in Table S3 (Supporting Information), with respect to
the secondary-structure-based fragmentation, the polarizable
force field employing residue-based fragmentation gives larger
deviations (9.7° and 7.4°) from the experiment. Thus, the
inclusion of 2—3 residues in each fragment may be inadequate
to describe polarization.

To further increase the efficiency of the polarization model,
the fragment-centered dipoles are embedded in calculations of
the electrostatic term, reducing the computational scaling from
O(Nﬁmm), where Nyom = 178 for o-conotoxin GI, to O(M%mg)
(Mg = 4). It can be seen from Table S3 (Supporting
Information) that the replacement of atom-centered charge—charge
Coulomb electrostatics by the fragment-centered dipole—dipole
interactions does not affect the accuracy of the polarization
model. For example, the deviations of ¢ and ¢, obtained from
the FFO3-uu, are 6.1° and 6.3°, respectively, which are just
slightly larger than those (4.2° and 5.8°) from the FF03-¢q force
fields (Table S3, Supporting Information).

It is very difficult for traditional force fields to reasonably
describe the intramolecular hydrogen bonds, where polarization
effects are particularly important. As displayed in Table 5, the
accuracy of the polarization model (with average deviations of
0.093 A and 0.173 A for fragmentation FF03-gg and FFO3-uu
force fields, respectively) from experiments is superior to that
of the standard FF03 (average deviation: 0.448 A). When
conventional QM methods are applied to evaluate charges, the
mean deviations of intramolecular hydrogen bonds from the
X-ray structure are further reduced to 0.071 A. The accuracy is
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closely related to the proper description of hydrogen bonding
interactions in each subsystem.

We also show the optimized bond lengths of disulfide bonds
and the related dihedral angles in Table 6. The differences
between the polarizable and nonpolarizable models are very
small, indicating that disulfide bonds are relatively rigid
regardless of their conformational environment.

To our encouragement, the accuracy of the present polariza-
tion model in describing the o-conotoxin GI configuration is
comparable to the QM/MM model. The deviations from the
experiment in torsion angles (Tables 4 and S3, Supporting
Information), bond lengths of intramolecular hydrogen bonds
(Table 5), and disulfide bonds (Table 6) obtained by our
polarization FF model are quite close to those by the QM/MM
(B3LYP: AMBER) method. It should be noticed that Gordon
et al. recently gave the analytic gradients of the polarization
energies in an effective fragment potential method, which is
an economical method for modeling intermolecular interactions
in QM/MM studies.5?

Finally, the optimized structures from the standard FFO3 and
polarization models are shown in Figure 5, in comparison with
X-ray crystal structure and QM/MM result. The FF03 geometries
of polar residues depart from the experimental structure to a
larger degree than FFO3 with variable NBO charges and
fragment dipoles. Again, the secondary-structure-based frag-
mentation shows better performance than the residue-based
method in describing the global conformations.

3.3. Conformational Simulations of a-Conotoxin GI and
Its Analogues.

Computational Details. Molecular dynamics simulations are
run in the canonical (constant N, V, T) ensemble at 300 K, using
an extended Langevin temperature control. The simulation is
carried out on the solvated o-conotoxin GI and its two analogues
(Cono-1 and Cono-2) in a box with periodic boundary condition
(which is the same as what used in energy minimization,
subsection 3.2). The time step is set at 0.5 fs. For the native
a-conotoxin GI with a compact structure cross-linked by two
disulfide bonds, 8 ns MD simulation is carried out on the basis
of the standard FF03 model. The time-averaged conformations,
taken during periods of 1, 2, 3, 4, and 8 ns, respectively, look
quite similar to each other, as shown in Figure S7 (Supporting
Information). The performance of our polarization model (during
the 2 ns MD run) is then compared with experiments>3°'and the
standard FFO3 method, respectively. In order to investigate the
impact of the frequency of charge update on the molecular
dynamics simulations, the B3LYP/6—31G(d) charges are up-
dated every 2 and 5 ps, respectively, in different MD runs.

Periodically refreshing the QM charges suffers from the
dependence of the system energy on the time elapsed since the
last update. We can depress such an energetic drift by using
the self-consistent NBO charges. The convergence criterion for
the iterative QM calculation is set as the negligible change in
total energies between two successive charge-update steps, i.e.

i+l i
E, total E total

x100% =0.02%

total

. For the a-conotoxin GI, we find that only one iteration is good
enough to obtain nearly constant total energies in MD simulation
(Table S4, Supporting Information). In order to test the con-
servation of total energy, the 2 ns MD simulations were
performed in the microcanonical (constant N, V, E) ensemble
with the charges updated every 2 and 5 ps, respectively. The
total energy is plotted in Figure 6 as a function of simulation
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time, from which one can see that the energy does not drift
much in the NVE simulations with the iterative scheme.

Conformation of Solvated o-Conotoxin GI. Figure 7a shows
the backbone rmsd relative to the experimental crystal structure
during 2 ns NVT simulations. The polarization models have
smaller values of rmsd than the standard FF03. As expected,
the FF03-based polarization model with charges updated in a
shorter time interval gives smaller rmsd values than those using
longer charge-update intervals. The potential energies of
o-conotoxin GI, varied as a function of time in MD simulations
using both classical FFO3 and FF03-based polarization models,
are given in Figure 7b. It can be seen that the choice of the
time step for updating charge has little influence on the potential
energy fluctuation.

The simulated structure of water-solvated a-conotoxin GI
from the FF03-based polarization model is compared with the
X-ray crystal and NMR structures in Figure 8a. One can see
that the present polarization model can reproduce the experi-
mental structures well, except in the terminal residue of Glu 1.
The backbone atom rmsd from the initial structure for the
N-terminal Glu 1 residue shows relatively large fluctuation
(Figure S8, Supporting Information). The apparent difference
in local conformations of terminal residues between the crystal
(or NMR) structure and simulation has also been found in the
water-solvated BPTI’2 and o-conotoxin ML The terminal
residues usually bear both negative and positive charge centers
(e.g., COO™ and NH3" in Glu 1 of a-conotoxin GI), giving
rise to significant hydrogen bonding (or more generally speaking,
electrostatic interactions) between the end residues and solvent
water. The water molecules move much faster relative to the
backbone atoms; hence, the terminal residues change their local
conformations accordingly from time to time. Therefore, local
structures of the protein terminals are very sensitive to the sol-
vent environment, making the characterization of their solution
conformations a big challenge in both experiments and
simulations.

Figure 8b displays the solute—solvent radial distribution
functions (RDF), illustrated by distributions of the distance
between the carboxyl O (of residue Tyr11) and water H atoms,
labeled Royy,,...H,,- Both the standard and polarizable FFO3
RDFs exhibit the first peak around 1.8 A, indicating that a
typical hydrogen bonding interaction exists between the Tyr 11
residue and water molecules. As shown in Figure 8, the
polarization model predicts a slightly shorter Oryr***Hya
distance than the standard FFO3 model.

Conformational Dynamics of Single Disulfide GI Ana-
logues. It is interesting to test the performance of the present
polarization model in describing the conformational dynamics
of flexible proteins, such as the single disulfide analogues of
a-conotoxin GI, Cono-1, and Cono-2 (Figure 2). The NMR
experiment has shown that both Cono-1 and Cono-2 are
considerably less structured than the native o-conotoxin GI.54
In order to rationalize this phenomenon, MD simulations in the
frameworks of both FF03 and FF03-gq(NBO) force fields are
carried out for these two analogues, and the representative
snapshots during MD runs are shown in Figure 9. It is clear
that the conformational change is more evident in the framework
of the polarization model than the FFO3 force field. Although
the FFO3 shows little change in the conformations of disulfide-
deleted analogues, Cono-1 and Cono-2, at 300 K, the MD
simulations at 350 K do yield evident unfolding, as shown in
Figure S9 (Supporting Information). The molecular dynamics
simulations using the polarizable force field indicate that both
Cono-1 and Cono-2 unfold gradually in the absence of a
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disulfide bond, in good agreement with experiments.®* It
suggests that the formation of the second disulfide bond is
indispensable to compact the backbone of peptide into the native
folding.

3.4. Computational Considerations. The computational cost
of the present polarization model during the MD simulation of
a-conotoxin is shown in Figure 10. All the calculations are
carried out on 3.0 GHz Pentium 4 workstations. Although the
employment of residue-based fragmentation can save much
computational time, the accuracy of this fragmentation is not
satisfactory (cf. subsections 2.2 and 3.2). So, we prefer to use
the secondary-structure-based fragmentation for obtaining the
partial charges in the simulations of biological molecules. The
most time-consuming step in the present polarization model is
the QM calculation on each subsystem (usually 5—6 residues),
although the fragmentation method can achieve linear scaling
with the system size. Fortunately, the QM calculation of each
subsystem can be carried out simultaneously on individual
nodes, and highly parallel computations are accessible for the
present polarization model. So, the total CPU time spending
on calculations of QM charges is determined by the computa-
tional cost of the largest subsystem (for example, the third
fragment of o-conotoxin GI, Figure 10b). The polarizable force
field with charge updated every 2 ps (in the framework of
fragmentation B3LYP/6—31G(d) calculation) increases the
overall CPU time by about a factor of 2 over traditional fixed-
charge force field. When the QM charges are refreshed at longer
intervals (like 5 ps), the percentage of time consumption in
linear-scaling fragmentation QM calculation is decreased by
about 20%.

For the selected model of o-conotoxin GI with 1655 water
molecules, it takes about 0.0834 and 0.0800 s to calculate
electrostatic interactions by using QM/MM and FF03-gq
methods, respectively. When fragment-based dipoles are intro-
duced, the CPU time decreases to 0.0440 s. Furthermore, the
performance of the present method is comparable to that of
the QM/MM method (Tables 4—6), but it is faster than the
conventional QM/MM method and it can be applied to much
larger systems that are beyond the scope of the QM/MM
calculations.

4. Conclusions

We have implemented a polarizable force field on the basis
of the linear-scaling molecular fragmentation approach, and
tested the performance of this force field in energy minimizations
and molecular dynamics simulations of gas-phase glucagon and
water-solvated o-conotoxin GI as well as its two single disulfide
analogues. In this work, we decompose the protein molecule
into several fragments according to its secondary structures, and
then saturate each fragment with its nearest-neighboring resi-
dues. The background point charges are included in the
calculation of each subsystem to approximately represent the
long-range electrostatic interactions and polarization effects from
distant parts, as done in other works.? 7424648 On the basis of
energy-based fragmentation B3ALYP/6—31G(d) calculations, the
QM partial charges and fragment dipoles are applied to the
polarizable force field.

The present polarization model has two features. First, the
partial charges and dipole moments are directly obtained from
the energy-based QM calculations, without the need of param-
etrization. Second, fragment-centered dipole moments are used
to calculate the dipole—dipole interactions. The present polariz-
able force field can give correct energy ordering of a series of
conformers of o-conotoxin GI, with the inclusion of dipole—dipole
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interactions. The simulated structures of solvated a-conotoxin
GI from the polarization models are in good agreement with
the experimental crystal structures. The molecular dynamics
simulations using the polarization model show the less-structured
conformation and unfolding process of single disulfide analogues
of a-conotoxin GI, Cono-1, and Cono-2, consistent with the
NMR experiment.

It has been demonstrated that the performance of the present
polarization model is comparable to other polarizable force
fields, such as OPLS-PFF and OPLS-based ABEEM/MM as
well as the QM/MM (B3LYP: AMBER) method. With the
efficient fragmentation approaches, the partial charges and dipole
moments can be satisfactorily calculated for any large-sized
systems. The introduction of fragment-based dipole—dipole
interactions in calculations of electrostatic interactions can save
much computational time in comparison with those using the
atom-centered charge—charge interactions. The basic idea of
the fragment-based parametrization may be also applicable to
reducing the complexity in treating various biological systems.
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